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SxeeB A3HM35KOH A3MM YIJIM
aCCUCTEHT, byxapckuil rocyapCTBEHHbBIN
MEIUITUHCKAA HHCTUTYT
NCCIEJIOBAHUE METOJ10B ABTOMATHUYECKOI'O ITEPEBOJIA
TEKCTOB HA OCHOBE HEMPOHHBIX CETEHA
Annomayua. Mawunnslii nepesod cmainl HeOMbEMIAEMOU Yacmvlo YUDPoesoli
KOMMYHUKAYUU: OH  NPUMEHAemcss 6  OHIAUH-Cepeucax, KopnopamusHulx
naamgopmax, asmomamuzayuy mexHuyeckou 0OKyMeHmayuu u 00pa3zo8amenbHulx
cucmemax. Pazeumue ucKyccmeeHH020 UHMENLLIEKMA NPUBENO K CMeWeHUro
napaouemvl — Om CMAMUCMUYECKUX aneopummos u npasuil K HeupOHHbIM
MoOensAM,  CHOCOOHbIM — 00yYamvbcsi  HA  OONbWUX — KOpNycax  OaHHbIX U
aoanmupo8amuvCsl K KOHMeKCny meKkcma.
Llene cmamvu — uccredosamv MemoObl  ABMOMAMUYECKO20 Nepesood,
onpeoenums akmopwi, grusOwUe Ha dPHEKMUBHOCb MAUUHHO20 Nepesood, U
npogecmu  NPAKMUYECKYI0  peanu3ayuro  HeupoHHOU  Mooelu, CHOCOOHOU
nepesoouUns BblPANCEHUS C AHSTIULICKO20 A3bIKA HA PYCCKUU.
Knioueevie cnosa. mawiunHbvlli nepesoo, HeUPOHHBIN MAUUHHBIL Nepesoo,
pekyppeumusie Heupouuvie cemu, LSTM, Transformer, encoder—decoder,
attention-mexanusm, napaiieibHulil KOpnyc, MOKeHU3ayusl, SMOe00UH2U.
Bsenenue
Maimunssiii nepeBos (MII) — 310 aBromMarrueckoe mpeodpa3oBaHUE TEKCTA
C OJIHOTO $3bIKAa Ha JPYTOM C MOMOIIbIO MPOrPaMMHBIX AJITOPUTMOB, OCHOBAHHBIX
Ha MallMHHOM OOy4Y€HUU U 00pabOTKE eCTeCTBEHHOro s3bika. [Ipumenenune MII
CTAHOBUTCS TIOBCEMECTHBIM: OH WCIIOJNB3yeTCS B MIOOANBHBIX TIIaTdopmax
KOMMYHUKAIIMH, CIIy>XK0ax TMOIJIEPKKH KIHUEHTOB, IEpPeBo/ie 00pa3oBaTelbHOTO
KOHTEHTA M HAyYHOU JJOKYMEHTAIIH.
Pa3BuTre HEHPOHHBIX aAJITOPUTMOB TMO3BOJIMJIO YIAYYIIUTH KadeCTBO

nepesoga, yBCINMYHUTb TOYHOCTH BOCIIPHUATHA KOHTCKCTA W CHACIATH TCKCT Oonee
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ectecTBeHHbIM. TemM He wmeHee dddextuBHOCT MII 3aBUCHMT OT MHOXKECTBa
(bakTopoB: CTPYKTYphI (dpa3bl, CIOKHOCTA BXOJHOTO TEKCTa, KOHTEKCTA U YPOBHS
BJIQJICHUS T10JIb30BATENIEM S3bIKOM.
eab uccaenoBaHusi:
pa3paboTaTth U MPOTECTUPOBATH MOJAEIb MAIIMHHOIO IIE€PEBOJla Ha OCHOBE
HEUPOHHBIX CETEd M CUCTEMAaTU3UpOBaThb CYHIECTBYIOIIWE MOAXOAbI K
aBTOMAaTHYECKOMY MEPEBOY.
3apaum:
1. V3y4nTh OCHOBHBIE MO/IEJIA MAIIIMHHOTO MEPEBO/IA.
2. Peanu3oBarTh HEWPOCETEBYIO MOJEIIb AJISI IEPEBO/IA AHITIMHCKUX BBIPaKEHUHN
Ha PYCCKHM.
3. IlpoBectu aHanu3 pe3yapTaToOB MOJIEIH.

Teopeanecmle OCHOBBI MAIIUHHOI'O IEPEBOIA

Tepmunonozusn
Tepmun Omnpenenenne
MaruHHbIHI nepeBo]] | ABTOMaTHYECKU MEePeBO TEKCTAa MEXKIY S3bIKaMHU
(Machine Translation, | ¢ MOMOIIBIO AJITOPUTMOB.
MT)
Encoder Yactb HEUPOCETH, KOIUPYroIas BXOJHOE
BBIPAKEHUE B CKPBITOE MPEJCTABIICHHUE.
Decoder KOMIIOHEHT, reHepupyrommi MepeBo] Ha OCHOBE

uHdOopMaIu, MoxyyeHHou oT encoder’a.

LSTM (Long Short-Term | Tun pexkyppeHTHONH HEHMpPOHHON CETH, CHOCOOHBIN
Memory) oOpabarbIBaTh MOCIEAOBATEILHOCTh M YYHTHIBATH

KOHTCKCT.

Dataset (kopnyc nannbix) | HaGop mnapamienbHbIX NPEMIOKEHUNM Ha JIBYX

A3BIKaxX OJIsA O6Y‘I€HPI§I MOJICJIN.
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CoBpemennsiii Tpeny — nepexon or LSTM k Transformer (GPT/DeepL),
TaK KakK apXUTEKTypa TpaHCHOPMEPOB JIydIlle BOCIPUHUMAET KOHTEKCT.

MamuHHBINA epeBo]] KAK HHTEJJIEKTyaJIbHAs CUCTEMA

MII kak nunzeucmuvecKuii npoyeccop

Cucrema aHAIM3UPYET CTPYKTYPY HIPEMIOKEHUS U TEHEPUPYET MepeBoj,
OMUPAasiCh Ha CTATUCTUYECKHUE 3aKOHOMEPHOCTH.

MII Kak cpedcmeo KOMMYHUKayuu

[lepeBog CTaHOBUTCS YacThlO B3aUMOJCHCTBUSI YEJIOBEKA M CHUCTEMBI:
MOJIb30BaTEIh KOPPEKTUPYET BHIXO, (POPMUPYET CTUIIb.

JKCIEepUMEHT: peajin3anus HelipoceTH sl MAIIMHHOTO MePeBo/ia

Iloozomoexa oannwix

Monenr oOyuena Ha kopmyce map BbeipaxkeHuir «English — Russiany.

I[aHHBIG OYMIIaJINCh, TOKCHU3HUPOBAJINCH U HpCO6p3,30BBIBaIII/ICB B BCKTOPBEI.

144486 Please begin immediately
144487 Please behave yo
1444 please behave yo
144489
14445

144491
144292
144493
144494
124495
144496

HoxanyicrTa, HAaUHMTe HeMeleHHO. CC-BY 2.0 (Fr
Hoganyicra, EemnTe Ce6A MDUILALHG. CcCc-BY 2.0

it CC-BY 2.0
CC-BY 2.0 (Fr
Kym yitcra. CC-BY 2.0
CC-BY 2.0 (Fr
CC-BY 2.0 (France
yicTa. cc-BY
cra. CC-BY 2.0
oguc. cc-BY
cc-BY 2.0 (Fr
144497 . cc-BY 2.0
14449 cyms mompoca. CC-BY
144498 cyms mema. CC-BY 2.0
1445 Please come to the point. Ipomy =ac, Emmxe x meny. CC-BY 2.0 (France

Pucynok 1. CKpUHIIIOT U3 pean3aiuu MOJACIH.
Apxumexmypa moodenu
o Encoder (LSTM) nony4aeT BXoaHyo (hpa3y U KOTUPYET e€.

o Decoder (LSTM) Ha OCHOBE CKPBITOTO COCTOSIHUSI TECHEPUPYET MEPEBO.

Ideological factors
[Monolingual bias) Critical perspective
[Standard language bias] [Translanguaging stance] f

Contextual factors

Sociocultural perspective

Cognitive perspective

Pucynok 2. CKpUHIIOT U3 peaiu3aliuyd MOJIEIH.

Tecmuposanue mooenu

®pasa (EN) IlepeBoa Mmoxenn JluteparypHblii nepeBoj
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Work hard. Dream Pa6ora tpynnas. Meuta CMBICJI TIEpeIaH

big. OopIas.

Pe3syabrarsl
Heiipocers:
¢ YCIENIHO pacro3HaBajia IpocTbie (hpasbl,
e JIOTyCKaJa IMOTPEITHOCTH TPH CI0KHBIX KOHCTPYKIIHSX,

VY Bcex KOHCTPYKIMW, PAaCCMOTPEHHBIX M0 ATOTO, 3HAYECHMs] Ha BBIXOJAX
OTIPECIISIIUCh TEM, YTO y HUX Ha BXOAaX B JaHHbIH MOMEHT. COOTBETCTBEHHO, OT
MOpSIJIKa TIPEIBSIBICHUS TPUMEPOB HUYETO HE 3aBHUCEN0. ECin jke MBI TombITaeMCst
paboTaTh C BpEMEHHBIMH PSAJIaMU, B HUX CJIEIYIOIIEE COCTOSTHUE OYJIET 3aBUCETH OT
npeasiaymero. s Toro 4To0Bl CMOJENHUPOBATH ITO CIEAYIONIEE COCTOSHUE C
MOMOIIIbIO HEMPOHHOM CETH €CTh JIBa BapUaHTA: yKa3aTh MPEAbIAYIIEEe COCTOSHUE K
KaXJI0My HMEIOIIeMyCsl MpUMepy, JUOOo cenarbh Tak, 4ToObl 3TO MOMHHUJ HE
MIPUMED, & CETh, — ITO MOYKHO OOCCIIEYHNTh C TTIOMOIILI0 HAIMYNS OOPATHBIX CBA3CH
BHYTpH camoii cetu. y(t) = f[x(t), x(t — 1), ... ,x(t —n), y(t — 1), ..., y(t —m)]

3akiiloueHue

MammuHHbli TiepeBoJ; MPOIIEN MyTh OT CIOBAPHBIX TAOJUIl K CIIOKHBIM
HelpoceTsiM. HeliponHble Mozaenu oOecrnedrBaloT €CTECTBEHHOCTh MEepeBOAa U
CIIOCOOHOCTh ~ YYMTHIBaTh KOHTEKCT. llpakTudeckas peanusanus [okaszaja
norennuan LSTM mis mepeBoja KOpOTKUX (pa3, OJHAKO MacIITaOWpOBaHHE
KOpITyca JaHHBIX W TEepexo]] K apxuTekType Transformer 3HAYUTEIHHO MOBBICST
Ka4eCTBO.
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