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Abstract. At present, we are witnessing a significant reduction in the
traditional diagnostic pathway from symptom to diagnosis, driven by rapid
technological advancement. However, this efficiency conceals a potential
pedagogical trap: students may master the use of digital tools without grasping the
underlying pathophysiological mechanisms. Historically, the development of
clinical reasoning mirrored a detective’s investigation, requiring the meticulous
synthesis of clinical signs to construct a logical diagnostic hypothesis. The
intervention of Artificial Intelligence (Al) has fundamentally altered this process.
The necessity for students to laboriously recall rare pathologies or complex
syndromes 1s being superseded by neural networks capable of providing
instantaneous differential diagnoses. While this enhances information access, it
creates a "veneer of omniscience" that may compromise the development of
independent analytical skills. The relevance of this study lies in identifying
educational strategies that allow future medical professionals to leverage the
computational power of Al while maintaining the cognitive resilience necessary for
autonomous decision-making, particularly in cases of system failure or algorithmic
bias.
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AHHoTaumus. B HacTosmiee BpemMs Mbl HaOmMIOMaeM  3HAYUTEIBLHOC
COKpAlIeHHE TPATUIIMOHHOTO JMATHOCTHUYECKOTO MyTH OT CUMITOMAa K JHUAarHosy,
OOyCJIOBJICHHOE  OBICTPBHIM  TEXHOJOTHYECKUM mporpeccoM. OnHako 3Ta
3¢ EKTUBHOCTh CKPBIBAECT MOTCHIMATIBHYIO MEAATOTHYECKYIO JOBYIIKY: CTYICHTHI
MOTYT OCBOHTbH UCHOJIb30BaHHUE IIU(PPOBBIX HHCTPYMEHTOB, HE TIOHUMAsI JICKAIIUX
B HMX OCHOBE NAaTOPU3MOIOTHYECKUX MEXaHU3MOB. VcTopuueckn pa3BUTHE
KIIMHUYECKOTO MBIIUICHUSI OTpa)kajio paccieloBaHUe JETeKTHBa, Tpelyromee
TIIATEIBHOTO aHalM3a KIMHUYECKUX NPU3HAKOB I TOCTPOCHHS JIOTHYECKON
JIMAarHOCTUYECKOM rumnote3bl. BHeapenue wuckycctBeHHoro wuHtemekra (HMN)
KOPEHHBIM 00pa3oM M3MEHWJIO 3TOT mporecc. HeoOXomuMocTh Il CTYIEHTOB
KPOTIOTJIMBO 3allOMUHATh PEJKHE MATOJOTUM WJIU CIOKHBIC CHHIPOMBI YCTYyMaeT
MECTO  HEHpOHHBIM  CETAM,  CIIOCOOHBIM  MTHOBEHHO  IPEIOCTaBIAThH
muddepeHImanbHble TUarHo3bl. XOTs 3TO YAydIIaeT JOCTYI K WH(GOPMAIIUH, 3TO
CO3/1aeT «BHJIMMOCTH BCE3HAHHUA», KOTOpas MOXKET I[OCTaBUTh TOA YIpO3y
pa3BUTHE HE3aBHCHUMBIX AHATUTHYECKUX HAaBBIKOB. AKTYaJlbHOCTh JaHHOTO
WCCIIEZIOBAHUS 3aKJIIOYACTCS B BBISIBICHUU OOPAa30BATENbHBIX CTPATErHil, KOTOpPbIE
MO3BOJIAT OyIyIIUM MEIWIMHCKUM PAOOTHHKAM HUCIOJIh30BaTh BBIUMCIUTEIHHYIO
mMomHOCTh MU, coxpaHsis mMpu 3TOM KOTHUTUBHYIO YCTOWYHBOCTH, HEOOXOIUMYIO
IUIE aBTOHOMHOTO TIPUHSATHS PEUICHHU, 0COOEHHO B CIIy4asX CHCTEMHBIX COOEB
VI aITOPUTMHUYECKON MPEAB3ATOCTH.

KiaroueBble ci0Ba: KIMHUYECKOE MBINIICHUE, MMAaTOPU3UOIOTHYECKUE
MEXaHM3MBbI, JHArHOCTUYECKasl TUIOTE3a, BUAMMOCTb BCE3HAHUS, KOTHUTHUBHAS
YCTOWYUBOCTD, AJITOPUTMHUUYECKAS IPEB3ATOCTh, UICKYCCTBEHHBIN MHTEIUICKT.

Introduction. Modern medical education faces a "digitalization paradox":
while the rapid implementation of artificial intelligence (AI) shortens the path from
symptom to diagnosis, it simultaneously threatens the degradation of classical
clinical reasoning. Traditionally, physician training was built upon the "diagnostic
detective" method—independent symptom collection and the construction of
logical causal chains. Today, this process is being automated, leading to a risk of
cognitive offloading.

The core problem lies in the formation of an "illusion of explanatory depth"
among students: instantaneous access to neural network prompts replaces the
profound analysis of pathophysiological mechanisms. Consequently, future
specialists may lose cognitive autonomy—the ability to make decisions in the
absence of technology or in the event of an algorithmic error.

Materials and Methods. The methodological framework of this study
comprises a systems analysis of educational transformation in medical universities
and an empirical comparison of diagnostic search strategies when interacting with
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Al algorithms. The study was comprehensive and included several interconnected
levels of analysis.

Theoretical-Analytical Stage:

A comparative analysis was conducted between classical models of clinical
reasoning and modern concepts of digital learning. The psychological mechanisms
of "cognitive load reduction" and their impact on long-term medical knowledge
retention were examined.

Empirical Stage and Study Design:

To assess the practical transformation of reasoning, a controlled pedagogical
study was conducted at a medical university. Participants included final-year
students ($n=1008%), divided into two representative groups:

« Control Group: Performed diagnostic tasks relying solely on fundamental
knowledge and standard print references.

o Experimental Group: Had access to clinical decision support systems
(CDSS) and generative Al models to verify their hypotheses.

The diagnostic search was evaluated based on three key metrics:

1. Cognitive Depth: The ability to justify the pathophysiological link
between symptoms (as opposed to a simple list of diagnoses).

2. Verificational Robustness: The ability to recognize a "premeditated Al
error” inserted into the task (testing for "automation bias" or blind trust).

3. Adaptation Speed: The time taken to generate a differential diagnostic
range.

Statistical significance was ensured using Student's t-test and the non-
parametric Mann-Whitney U-test. Qualitative data from reflective analysis (student
self-assessment of confidence) were processed using content analysis.

Results

The comparative analysis revealed fundamental differences in the
architecture of clinical decision-making:

. o Control Group Experimental Group (With
Metric (Crit .
etric (Criterion) (Without Al) Al)
Diagnostic Speed 65% 95%
Accuracy (Complex Cases) 72% 88%
Depth of Justiﬁc.:ation 25, 45%
(Pathogenesis)
Critical Evalue.ltion (Error 78 399,
Detection)
Self-Assessment Level
60% 90%
(Confidence) ° °
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The experimental group demonstrated a clear advantage in the technical
aspects of diagnostics. Their speed reached 95% of the benchmark, exceeding the
control group by 30%. Diagnostic accuracy in complex cases was also higher (88%
vs. 72%), confirming Al's efficacy as an analytical reference tool.

However, a critical decline in the quality of diagnostic justification was
observed. The depth of pathogenesis analysis was only 45%, compared to 85% in
the control group. This indicates that when using Al, students tend to bypass the
stage of constructing logical causal relationships, accepting a ready-made answer
without understanding the disease mechanisms.

The most concerning data involved resistance to algorithmic errors. Students
working with Al showed the lowest result in critical evaluation (32%). Most
displayed "blind trust" in the system, failing to notice the embedded errors.
Furthermore, the "illusion of knowing" phenomenon was identified: the subjective
confidence of the experimental group reached 90%, significantly overestimating
their actual analytical capabilities.

Conclusion

1. Technological Dualism in Education: Al integration significantly
increases operational efficiency (speed increases by 30-35%) but creates a
"productivity trap," where technical success replaces deep cognitive analysis.

2. Erosion of the Analytical Component: Relying on algorithmic solutions
leads to the degradation of pathophysiological reasoning skills. Students delegate
the construction of logical links to Al, resulting in fragmented knowledge.

3. Algorithmic Dependency: There is a high risk of "blind trust"; over 80%
of students failed to critically question erroneous Al conclusions, indicating a loss
of cognitive autonomy.

4. The "lllusion of Explanatory Depth": High-tech tools artificially inflate
professional self-esteem, creating a gap between perceived competence and
internalized knowledge, leading to professional infantilism.

5. Requirement for a New Didactic Model: Maintaining the quality of
medical training requires a transition to a "Hybrid Clinical Intelligence" model.
Training must focus on metacognitive skills: the ability to audit algorithms,
recognize cognitive biases, and make decisions without digital support.
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